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ABSTRACT 

The COVID-19 pandemic has had a significant socio-economic 

impact on the world. Specifically, social distancing has impacted 

many activities that were previously conducted face-to-face. One 

of these was the training that students receive for job interviews. 

Thus, we developed a job interview training system that will give 

students the ability to continue receiving this type of training. Our 

system recognized the nonverbal behaviors of an interviewee, 

namely gaze, facial expression, and posture and compares the 

recognition results with those of models of exemplary nonverbal 

behaviors of an interviewee. A virtual agent acted as an advisor 

gives feedback on the interviewee’s behaviors that need 

improvement. In order to verify the effectiveness of the two kinds 

of feedback, namely, rationalized feedback (with quantitative 

recognition results) vs. non-rationalized one, we compared 

interviewees’ impression. The results of the evaluation experiment 

indicated that the virtual agent with rationalized feedback was rated 

as more reliable but less friendly than the non-rationalized feedback. 
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1 Introduction 

Form its onset in late 2019, COVID-19 has had a significant 

social and economic impact, worldwide, and people have been 

asked to avoid human contact as much as possible. As a result, the 

face-to-face training of interviewees, which could be useful in the 

employment search process, is now avoided. Interview training 

could help students acquire skills by experiencing the content and 

flow of job interviews and can increase their confidence in their 

search for employment. However, interview training has been 

limited due to the number of interviewers and time available for 

interviewing [1]. Moreover, the impact of COVID-19 has made 

interview training more difficult to conduct. This suggest that there 

is an increasing need for a system that allows students to train for 

job interviews independently. 

There is a growing body of research demonstrating the power of 

the social signals that people consciously or unconsciously exhibit 

in a variety of situations, such as job interviews and group 

discussions. Visual nonverbal behavior during a dialog account for 

55% of all the information conveyed [2]. Washburn et al. pointed 

out that the outcome of an interview is affected more by the 

nonverbal behaviors of an interviewee than their verbal behaviors 

[3]. Moreover, Arvey et al. noted that nonverbal behaviors such as 

gaze, body movements, and tone of voice greatly influence the 

interviewee's evaluation [4]. These studies show that the use of 

nonverbal behavior and its impact on job interview success has 

been a major focus in research.  

In recent years, social signal processing (SSP) techniques using 

multimodal information have been used for dialog analysis [5] and 
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have been applied to AI-based interview recruitment systems [6, 7, 

8, 9] and interview training systems [10, 11, 12, 13]. Specifically, 

there are those that visualize the information of the nonverbal 

behavior and provide feedback during or after the interview [14, 15, 

16, 17], and those that change the behavior of the interviewer, i.e., 

the virtual agent [18, 19, 20]. However, most of the research 

conducted in the field of social signal processing focused on the 

recognition of emotions based on speech and facial expressions and 

paid less attention to posture recognition. In addition, some studies 

[6, 7, 9] proposed high-end computer systems that are not 

affordable for general users.  

It has also been reported that practicing interviews with a virtual 

agent as an interviewer was more effective in improving 

interviewees’ skills and increasing self-disclosure compared to 

conventional methods [15,21,22]. In addition, virtual agents acting 

as interviewers and advisors to practice interviews have been 

reported to improve interview performance, interviewee 

employability, and reduce interview anxiety [17]. However, these 

studies focus on the effectiveness of using virtual agents, but not on 

the effectiveness of the dialogue strategy of the agent. 

We focus on dialogue strategy to improve the effectiveness of 

the feedback. It has been suggested that dialogue strategies that 

clearly communicate what the problem is and how to act are more 

effective than indirect expressions in motivating people to improve 

their behavior [23]. In spoken interaction systems in driving 

simulators, it has been found that using dialogue strategies that 

show the rationale that people use to give advice is more effective 

for acceptance rates [24]. Since we use SSP to evaluate the 

interviewee’s non-verbal behaviors, the system can provide 

quantitative evidence of the recognition results to the agent, and the 

agent can give rational feedback with quantitative evidences, i.e., 

“Your knees are 50cm apart.” instead of giving non-rationale 

feedback, i.e., “Your knees are apart too much.”  

  The aim of the study is to investigate the effectiveness of 

rationalized feedback from the agent in terms of user’s impression 

on the agent, i.e., friendliness, performance, trust. This paper 

reports a preliminary result of our evaluation experiment that 

compared users’ impression on rationalized feedback (with 

quantitative recognition results) vs. non-rationalized one. 

2 Job Interview Training System 

2.1 System Overview 

 The system was developed using Unity, FaceAPI [25], OpenPose 

[26], TobiiEyeTracker4C [27], and a webcam (Figure 1). This 

system consists of three phases: a demographic input phase, a mock 

interview phase, and a feedback phase. The demographic input 

phase was used to input the number of users and gender. During the 

mock interview phase the interview was video-recorded from a 

front-left angle in order to obtain the nonverbal behaviors of the 

interviewee, including gaze, facial expression, and posture. The 

captured video was analyzed by the following procedures (see 2.3) 

and played back in the feedback phase. The system paused the 

video where feedbacks were needed, and the virtual agent provided 

feedbacks on any points for improvement (Figure 2). 

 
Figure 1: System Overview 

 

 
Figure 2: Feedback phase                                                                     

Left: Experimental set up; Right: View of the display on the right 

screen, during standby state (top) and feedback state (bottom) 

 

2.2 Detectable Non-verbal Behaviors 

The nonverbal behaviors were acquired at 1-second intervals for 

gaze and 3-second intervals for facial expression and posture. From 

the acquired behaviors, the following information was obtained: 

gaze rate, user's gaze moving off the interviewer's face for more 

than five seconds, number of times the gaze point moved to the 

upper right or upper left, level of smile or straight face,   

six facial expressions (anger, contempt, disgust, fear, sadness, 

surprise), posture (forward and backward leaning), legs open, legs 

opening gradually, shake of the neck, and protrusion of the elbow. 

 

2.3 Method of Detecting 

2.3.1 Gaze Detection Method 

We used a collision-detection method in order to detect 

inappropriate gazes. In order to determine when the interviewee’s 

gaze moved off of the interviewer’s face, we preset an area-of-

interest (AOI) on the interviewer's entire face. The system 

determined inappropriate gaze when the interviewees gazing point 

moved out of the AOI for five seconds. The gaze rate was 

calculated by dividing the number of frames in which the 

interviewee was looking at the interviewer's face by the total 

number of frames and displaying it as a percentage. The number of 

times the gazing point moved to the upper right or upper left was 

determined by setting up another AOI in the upper right and upper 

left areas of the screen (next to the interviewer). The system 

determined inappropriate gaze if the gazing point entered these 

areas more than 10 times. Eventually, these metrics were used to 

determine the feedback given by the virtual agent during the 

feedback phase. 

2.3.2 Facial Expression Detection Method 

For inappropriate facial expression detections, we used “smile” 

and “emotion” from FaceAPI. The smile and straight face scores 
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were set at 0 and 1, respectively. A smile was determined as a result 

when a score of 0.5 or more was detected, and a straight face was 

determined as the result when 0 was detected three times in a row.  

2.3.3 Posture Detection Method 

To detect posture, we observed whether the interviewee leaned 

forward or backward, opened their legs, opened their legs 

gradually, shook their neck, or protruded their elbows.  

 Inappropriate postures were detected by comparing a correct 

posture model with the posture of the interviewee. A correct 

posture model was created for each gender using OpenPose under 

the guidance of the Employment Department of our university. For 

example, whether an interviewee was leaning forward and 

backward was judged when there was a difference of more than 20 

degrees between the model and the interviewee, legs in an open 

position was judged when the legs of the interviewee was wider 

than the width of model's legs, and protrusion of the elbow was 

judged when there was more than 15 degrees difference between 

the model and the interviewee. 

 

2.4 Feedback Algorithm 

 While the video taken during the mock interview is played back, 

the system can pause the video at any time according to the 

feedback algorithm and a virtual agent provides feedback. The 

weight of this algorithm was set in the order of gaze, facial 

expression, and posture, based on the order of importance during 

the interview. For example, “At this time, your gaze was off the 

interviewer for a period of time. Let’s pay attention.”, “Your 

expression was stiff at this time.”, “At this time, your legs were 

gradually opening. Let's be careful.” etc. 

3 Experiment 

3.1 Overview of the Experiment 

The purpose of the experiment was to compare the effectiveness 

of two types of feedback, rationalized and non-rationalized 

feedback, used by the virtual agent in a mock interview practice 

situation. 

Participants used the system and received feedback from the 

virtual agent in the rationalized (WR hereafter) and non-

rationalized conditions (NR hereafter) in a within-participant 

design. 

Examples of NR feedback were “Aren't you opening your legs 

too much at this time?”, “At this time, your elbow is sticking out”. 

Examples of the WR feedback were, “Your legs are more than 30 

cm apart, aren't your legs too open at this time?”, “At this time, your 

elbows are sticking out more than 25 degrees.” The participants 

answered a questionnaire on the impressions of the agent in both 

conditions. The experiment using human participants was approved 

by the Life Science Committee of our university. 

 

3.2 Experimental Setup 

The participants were 10 university and graduate students (8 

males and 2 females, aged between 20 and 22). As evaluation 

criteria, Adjective Check List (ACL) for Interpersonal Cognition 

for Japanese [28] and a virtual agent impression evaluation 

questionnaire that we created ourselves with reference to [29]. 

ACL for Interpersonal Cognition for Japanese was rated by the 

7-point SD method, and the impression evaluation questionnaire 

(shown in Table 1) were rated by the 7-point Likert scale (low 1-7 

high). For the impression evaluation questionnaire, the 14 items in 

Table 1 were used. 

Table 1: Impression evaluation questionnaire 

 

4 Results 

4.1. Results of Factorial Analysis 
Factor analysis (FA hereafter) was conducted on the virtual 

agent’s impression ratings in order to extract the factors that 

composes our interpersonal impressions toward the virtual agent. 

The results of FA using the principal factor method extracted two 

factors (shown in Table2). The First factor was named as 

“Reliability factor” (composed of adjectives such as Unshy, Grand, 

Reasonable, Pertinent, and Positive), the second as “Annoyance 

factor” (composed of adjectives such as Hateful, Gloomy, and 

social). Cronbach's coefficients alpha for the factors were 0.71 for 

“Reliability factor”, and 0.64 for “Annoyance factor”, which 

showed high enough internal consistency of the extracted factors. 

 

Table 2: Two factors and adjectives for interpersonal impressions 

 

 

Q1 I felt I could trust this virtual agent.

Q2 I felt more comfortable with the presence of this virtual agent.

Q3 I felt I could accept the advice and suggestions of this virtual agent.

Q4 I felt that this virtual agent was speaking with intention.

Q5 This virtual agent frustrated me.

Q6 I had a good feeling about this virtual agent.

Q7 I fell I can get along with this virtual agent.

Q8 I think I'll get tired of this virtual agents soon.

Q9 I want this virtual agent to be like a family member or a best friend.

Q10 This virtual agent felt like it was working exactly the way someone had designed it to work.

Q11 I think the presence and advice of this virtual agent will be a good practice.

Q12 With this virtual agent, I think it will be more fun than if I were to practice alone.

Q13 With this virtual agent, I think I'll feel less anxious than if I were to practice alone.

Q14 I think I'd like to use this virtual agent myself.

Trust

Friendliness

Performance

1 2

Unshy - Shy .782 .137

Grand - Servile .711 -.237

Reasonable - Unreasonable .659 .399

Pertinent - Impertinet .544 .250

Positive - Passive .506 -.185

Hateful - Lovabie -.337 .728

Gloomy - Cheerful .213 .649

Hard-hearted - Soft-hearted .128 .468

Mature - Immature .115 .175

Unpleasant - Pleasant -.218 .036

Irresponsible - Responsible .175 -.280

Friendly - Unfriendly .096 -.552

Broad-minded - Narrow-minded .008 -.871

Incautious - Cautious -.056 -.045

Unsocial - Social -.624 .071

Factor
Adjective-pair

Reliability 
factor

Annoyance 
factor
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4.2.  ACL for Interpersonal Cognition for Japanese 
Figure 3 shows the results of ACL. In Figure 3, for example, for 

the item "Negative - Proactive," the closer the score was to 1, the 

more "Negative," and the closer the score was to 7, the more 

"Proactive.  

The results of Wilcoxon signed rank test showed that the WR 

condition showed a significantly higher "responsible" rating than 

the NR condition. In terms of “friendly”, “broad-minded” ratings 

(p=<0.05), the NR condition was rated significantly higher than the 

WR condition.   

 
Figure 3: Results of ACL for Interpersonal Cognition for Japanese 

(left adjective is 1, right adjective is 7) 

4.3. Impression Evaluation Questionnaire 
Figure 4 shows the results of the impression evaluation 

questionnaire. The results of Wilcoxon signed rank test showed that 

the WR condition had a significantly higher rating of  “I think the 

presence and advice of this virtual agent will be a good practice” 

than the NR condition, and a significant trend in the rating of  “I 

felt I could trust this virtual agent.”.  

 
Figure 4: Results of the impression evaluation questionnaire 

5 Discussion 

Firstly, we discuss the result of the factor analysis. Two factors, 

“Reliability factor” and “Annoyance factor” were extracted. The 

“Reliability factor” is a factor that include adjectives such as 

reasonable, pertinent, and positive. The "Annoyance factor" 

indicates annoyance of the agent which is the opposite of 

friendliness. These results suggest that the main factor in forming 

interpersonal impressions of the agent in this experiment was 

reliability. This suggests the virtual agent that gives interview 

feedback gave an impression related to reliability followed by 

unfriendliness.  

In addition, the adjectives that form the reliability factor suggest 

that the virtual agent was perceived as proactive, unafraid, and 

articulate, while the adjectives of the annoyance factor suggest the 

virtual agent caused frustration for the user. This frustration might 

be caused by accurate advice which was hard to accept by the 

participants. This suggests that the virtual agent was perceived as a 

proactive advisor that gives articulate feedback, sometimes too 

articulate to accept by the participants.  

The results of the ACL for Interpersonal Cognition for Japanese 

suggest that WR was more unapproachable, narrow-minded, but 

responsible than NR. The results of the impression evaluation 

questionnaire suggest that WR was more trustworthy and more 

likely to lead to good practice than those in NR.  

The results indicated that the virtual agent who provides 

rationalized feedback were rated higher in terms of its 

responsibility, trustworthiness and providing good service but 

lower in terms of its friendliness. These results were similar to the 

results of the factor analysis, suggesting that the virtual agent that 

provides rationalized feedback were appropriate in interview 

practice situations.  

Future study should conduct a long-term evaluation experiment 

with more participants since interview practice was not a one-time 

event. It is important to verify whether users keep their feeling of 

reliability toward the virtual agent that gives rationalized feedback, 

while maintaining preferable impression on the virtual agent 

enough to keep using the job interview training system during the 

course of multiple uses. 

6 Conclusion  

The purpose of the study is to investigate the effectiveness of 

rationalized feedback from the agent in terms of user’s impression 

on the agent, i.e., friendliness, performance, trust. 

The proposed system uses a Tobii eye tracker for gaze 

recognition and camera images for facial expression and posture 

recognition. The system compared the recognition results of the 

interviewee's nonverbal behaviors with exemplary models. A 

virtual agent acted as an advisor gives feedback on the 

interviewee’s behaviors that need improvement. To test the 

effectiveness of the two kinds of feedback, rationalized and non-

rationalized, we conducted an experiment to compare the 

impressions of the interviewees. 

The results of the evaluation experiments showed that the main 

factor in forming interpersonal impressions of the agent in this 

experiment was reliability. This suggests the virtual agent that gives 

interview feedback gave an impression related to reliability 

followed by unfriendliness. In addition, virtual agent was perceived 

as a proactive advisor that gives articulate feedback, sometimes too 

articulate to accept by the participants.  

Finally, the agent with rationalized feedback was rated as more 

trustworthy, reliable, and likely to lead to good practice but less 

friendly than the non-rationalized virtual agent.  
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